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Long-term clirnate variability in a simple, nonlinear 
atmospheric modei 

N4. V. Kurgansky, K. Dethloff, I. A. Pisnichenko, H. Gernandt, 
F.-M. Chmielewski, and W. Jansen 

Abstract. A nonlinear, baroclinic, hemispheric, low-order model of the atmosphere with 
nonzonal orographic and zonal thermal forcings has been constructed. The model is used 
to investigate the long-term climate variability by running it over 1100 years. The model 
runs show a chaotic behavior in a realistic parameter range. With and without a seasonal 
cycle in the thermal forcing, the model generates decadal climate variations which are of 
the same °ater as interannual variations. The maximum variability is found in a broad 
range of periods between 3 and 44 years. Empirical orthogonal function analysis reveals 
that these fluctuations are predominantly caused by the interaction between the 
orographically excited standing wave and the mean zonal flow. The computed power 
spectra of the principal component time series stress the importance of the high-frequency 
transients in long-term climate variability. 

I. Introduction 

While much has been learned in recent years about the 
factors that determine the behavior of the atmosphere, our 
understanding of its variability and long-term trends is still 
rather limited. The processes controlling climate are complex, 
and high-resolution paleorecords show pronounced variability 
on timescales of 10 4-10' years, as described by Birchfield and 
Ghil [1993] as well as on timescales of 10 1 -103  years as dis-
cussed by Mayewski et al. [1993]. 

Whereas the variability on long timescales is connected with 
the slow, nonlinear physics of the ice sheets paced by the 
eccentric variability as pointed out by Birchfield and Ghil 
[1993] and Berger et al. [1993], the causes of the variability on 
the shorter tirnescales of 10 0-102  years are not yet understood. 
One of the essential problems in estimating man-made climatic 
change is to identify and understand the natural variability of 
the atmosphere on the aforementioned time scales and the 
reasons of these variabilities in terms of atmospheric physics. 

The atmospheric circulation varies on a wide spectrum of 
timescales. The shorter synoptic variations dominate the flue-
tuations of the weather and originate in the internal dynamics 
of the atmospheric flow, which is unstable and strongly non-
linear. On tirnescales much larger than lhe synoptic there is a 
tendency to assume that variations are driven by externai forc-
ing, for example, solar cycle variations or coupling between the 
atmosphere and a more slowly varying component of the 
oceans. In investigations of climate sensitivity it is most impor-
tant to determine the relative contributions of internal vari-
ability and externa( torcing. Much effort has been expended to 
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study low-frequency variations on timescales of about a week 
to a month in the large-scale atmosphere [e.g., Haines, 1994]. 
This area has attracted intense research, since it spans a gap 
between short-term variations due to daily weather events and 
longer-term natural variations in the climate, whose mecha-
nisms are mostly still the subject of speculation. 

Can short-term variations of weather elements lead to sig-
nificant long-term variability of the climate on timescales of 
100-102  years? In order to answer this question we use an 
idealized atmospheric climate model, originally developed by 
Tennekes [1977] but never used for a systematic investigation 
of long-term climate variability. 

The motivation for using simple, nonlinear climate models 
of the atmosphere is the expectation of understanding the 
long-term behavior of such a rnodel more easily than that of a 
general circulation model, as was pointed out by Ghil [1988] 
and Egger [1992]. Simple models are computationally econom-
ical. Despite their low spatial resolution they show a complex 
temporal chaotic behavior in a realistic parameter range which 
resembles the dynamics of the atmosphere with frequent tran-
sitions between circulation states. 

Similar investigations of the long-term variability by using a 
simple climate model have been carried out by Pielke and Zeng 
[1994] with the idealized nonlinear atmospheric model devei-
oped by Lorenz [1984, 1990]. Jantes and James [1992] have 
discusscd the problem with a multilevel baroclinic primitive 
equation model. We have constructed a simple baroclinic, low-
order model which takes into account an orographically forced 
planetary wave and nonlinear interaction with a zonal flow 
excited by a meridional temperature gradient between the 
equator and lhe pole. We will show that such a simple model 
exhibits a behavior similar to the general circulation of the 
atmosphere and that it is suitable for studying features of 
long-term atmospheric variability. An attempt is made to dis-
cuss the importance of time variations on the scale of few 
weeks in the long atmospheric waves and the zonal flow due to 
nonlinear interactions between them leading to significant 
long-term climate changes. 

The model int- mui:W(5n i1/4 base(' on 	tme-ievei. 

gent moclel of the atmosphere with buoyant forcing which 
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imitates the baroclinic elfects and with surface friction param-
eterization developed by Tennekes [1977]. Alishayev [1980, 
1981] extended this model to divergent motions and consid-
ered the wind variations with altitude. The quasi-geostrophic 
version of this improved model is applied on a spherical Earth 
including orographic forcing, Newtonian cooling, and Ekman 
friction. 

On the basis of this model we will discuss the natural vari-
ability of the model atmosphere due to the nonlinear internai 
dynamics using an integration over 400,000 days (1100 years). 
Experiments with and without an annual course of thermal 
forcing are compared in order to demonstrate the influence of 
seasonal changes in solar heating on the long-term variability. 

The presented model is as complex as traditional two-level 
baroclinic models [e.g., Galin and Kirichkov, 1985]. In compar-
ison with these it has the shortcomings of neglecting synoptic-
scale baroclinic waves. The model and the results concerning 
stationary, periodic. and chaotic solution regimes are pre-
sente(' in sections 2 and 3. The structure of long-term climate 
variability is studied in section 4, using empirical orthogonal 
function (EOF) and principal component (PC) analysis. Con-
clusions are summarized in section 5. 

2. Mode! Description 
We consider a two-dimensional baroclinic atmosphere over 

the topography with height h governed by the equations of 
momentum, mass and energy conservation written here for 
simplicity in Cartesian (x, y) coordinates, similar to Alishayev 
[1980]; 

Ra 	a 

R a 	a 
15-1 	(pT) -- g 	h - fu + 

P 	 ay 

D t P 	rj  ax + a—y 
a 	a 

V) , 

a 
T = —yT( u V) ± I. 

Dt 	 dy 

Here p = Plg, where P is the surface air pressure and g is the 
gravitational acceleration; y = RIc p  = 2/7, where R is the gas 
constant of dry air and c 1, is the specific heat capacity at 
constant pressure; T is lhe average temperature of individual 
air columns; F, and Fy  are the longitudinal (x) and latitudinal 
(y) components of mechanical forcing, including friction; I is 
lhe thermal forcing; f is the Coriolis parameter; u and v are the 
x and y components of velocity; and 

D a 	a 	a 
+ 	+ v — 

Dt at 	x 	ay 

is the operator of the total derivative with respect to time, 
These equations are obtained by averaging lhe three-

dimensional hydrothermodynamical, quasi-static equations 
with respect to height, assuming that lhe horizontal wind field 
and potential temperature field do not significantly change in 
lhe vertical direction. This rough approximation disregards the 
coupling between horizontal and vertical components of mo-
tion resulting from lhe thermal wincl relation. So strictly speak-
inL!, egnations (I)—(4) are to be considered as a correction to 
barotropie equations, taking into account small -ettects ot hor- 

izontal inhomogeneity in the temperature field. Nevertheless, 
they give surprisingly good results, as was already mentioned 
by Tennekes [1977], who gives a physical interpretation of the 
zonal flow instability mechanism resulting in this model. The 
mean western zonal wind is maintained by thermal forcing. 
Relatively warm (and light) air masses are deviated poleward 
by the Coriolis force, and relatively cold (and heavy) air masses 
are deviated equatorward. This is the case of so-called hori-
zontal large-scale convection in the Coriolis force field. 

Using the quasi-geostrophic approximation and eliminating 
lhe horizontal wind divergence, (1)-(4) become 

	

(V 20 -L 2 0) + J(tp, 572 0 +f+  + ghfL 2) --L 	T ar 	 at 

+ 	ghfj'L -2) + 	F, - 	F„ 	 ( 5 ) 

a 	 a 
+ ptp, T) =-- e -én

eJ(ijt , ghf,-;') + Rfj'(1 + 7) 'I, 
ai 

(6) 

where L 2  = R7],-, 2  is the baroclinic Rossby radius, e= y/(1 + y) 
= 2/9, and .1 and V' denote the Jacobian and lhe Laplacian 
operator, respectively. Furthermore, 

= 	- P)113  + (T - 7)17') + ghfo- ' 

is the stream function, and 

T = R(T - 7) f;;' 

is proportional to the deviation of the temperature T from the 
average air temperature 7' = 250 K of lhe entire atmosphere; 
fo  = 10 -4  s' lhe Coriolis parameter reference value and 
P = 1012.5 hPa is the average surface air pressure. Equations 
(5)-(6) are comparable in complexity with traditional two-layer 
models, but more accurately describe planetary-scale, low-
frequency processes. 

If (5)-(6) are integrated over lhe entire atmosphere, the 
energy balance equation will readily be obtained: 

a 	a  f - r  F 	
v 

, 	F . + cP  I(T - 7)171 	dy. 
=. 	 - 

Here, 

E = f .1"  {(5 0) 2  + crT((T - 

+ R7( P 	 + 111) 2 } dx dy 

is the sum of kinetic energy and a specific form of lhe available 
enthalpy [see, e.g. Dutton, 1973; Peurce, 1978; Kurganskv, 1981; 
Marquei, 1991]. 

In the limit L 2 	O, equation (5) is reduced to lhe non- 
divergent vorticity equation 

ai 572 tP 	.1 ((k , 	f 	7)X 
a 	a 

(7) 

In this way the elfects of horizontal baroclinity (buoyancy). 
large-scale compressibility, and orographic impact appear in 
the same order as L 2 . Equation (7) can also be derived 
ciirectiy using the three-dimensional equations of a barotropiL, 
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atmosphere (with the eonstant values of potential temperature 
over all the atmosphere) under the following two assumptions: 
(1) Earth's surface corresponds to an approximately isobaric 
levei, i.e. disregarding the effect of the inean wind divergence, 
and (2) weak altitude dependence of the wind field. A more 
realistic model is lhe so-called equivalent-barotropic model 
[Chanzey, 1949], where horizontal wind can change its magni-
tude with altitude, but not the direction: 

— (V 2 ip — A 2(1 — e)p) + 	kV 2i// + 2g 
ât 

1- A 2I-1(1 — e) — A 2 T) 	A 2 H) — 	CV 2 (T — tlf) 

+ A 2Q(Ts 	T) = 0, 	 (11) 

a 
— (v 7-r — A 2 (1 — e)T) + ( V 2  — 	T) 

u(x, y, p, t) 	.4 (p)u o(x. y, r), 

oft,v, p, 1) --- A (p)v o(x, y, t), 

where ,A(p) is some prescribed tunction of pressure p. 
In this case, instead of equation (7), the result is 

a 
V 2 tir 4 J(tp, Ic57 7- tp + ) 	F 	---

t 	 ãy '.  

Here, 

2 

k = P 	dp I (I A dp) >1  

Ef(tp, kVIi + 2p,) + eVV(zP, 1-1) - kiMJ(T, H) 

-- 	— 	— A 7 )(T' 	T) = 0. 	(12) 

The dependent variables are expanded imo sphcrical harmon-
ics: 

(8) 	(p( À, t , t) = —a(t) pt + F(t)P(j) + A (t) 	sin nz À 

+ K(t)13;:' cos m À 

7(À, p.,, 1) 	13(t)p, + G(t).1n,(p,) + B(t)P' cos mÀ 

+ L(t)I);;' sin mÀ 

according to ('auchy-Schwartz's inequality. lf, for example A = 
- p)/P, then k = 4/3. In analogy to (8) we introduce the 

parameter k into (5). The direct procedure of introducing such 
a paramcter into (1)—(4) and (5)—(6) would be more compli-
. !ted. However, using the quasi-geostrophic scaling argu- 

:nts, it can be shown that the expression obtained for k is 
in the general case. We have taken k = 4/3 and adopted 

lhe parameterizations tor externai factors of Newtonian cool-
ing and Ekman friction as follows: 

faro l (' ± 7) 	X(T * 	T),  

a 	a 
F, — 	F, = 	z. 1 V 2(zp — 7). 

y is the coefficient of Newtonian cooling, T *  is the refer-
,. racliative equilibrium temperature, and v, is the coeffi-
cient of Ekman friction. Using k > 1, the threshold for the 
long-wave baroclinic instability is reduced compared with the 
ca k — I. More impoitant, it gives the shortwave instability 
eu toff. 

Considering the mentioned above parameterizations the 
cquations (5)—(6) can be written in a spherical geometry and in 

form by using the Earth's radius a as a unit 
' .tth and the inverse of Earth's rotation angular velocity 

.it of time: 

•-A 2 0) + 	kV 2 0 + 2p. + AS) = 	— T .)1 	 at 

r1 =J(T, H) + CV 2 (T — 0), 	 ( 9 ) 

- 	71 = 	— 81(44 El) 1 Q(7" — 	 (10) 

the sine of geographic latitude. The nondimensional 
"'"h• 	deformation A -  is determined by A 2  = a 2 L -2  (A =  

lhe nondimensional Ekman and Newtonian damping 
-"elh....ent s  are C' 	and Q = k/n, respectively. H 

1'1 !lha 2 11 2 , znic 	= S1V2. 
, Eq""lioits (9) —(10) are flirther re ,.. —:"cn foi ci convenient 

!!tl.g.,ition as tollows: 

where À is the longitude and P;(g.) are lhe normalize() asso-
ciated Legendre polynomials (P? = V(3/2)). The zonal 
wave number (arder) is /74 and a (N) corrcsponds to the total 
wave number (degree). The values N, n — m are odd integers 
that make the model hemispheric. We are using a low-order 
model with a very sparse horizontal resolution of wave number 
m in the zonal direction. Here n — ai characterizes the num-
ber of zeroes in the stream function field from pole to pole. 
The orography and thermal forcing are as follows: 

	

H =- HoPn g ) sin m À, 	T *  

Equations (11)—(12) in their spectral form are shown in Ap-
pendix A. Here we note only that the spectral version of the 
model consists of eight ordinary. quadratically nonlinear dif-
ferential equations. 

Equation (A6) includes an additional ti -termal forcing due to 
surface baroclinity. ft is twice as large as orographic forcing, 
acts in the opposite direction, and corresponds to radiative 
cooling over topographic maxima and warming over minima, 
respectively. In ali of the later runs described we adopt m = 2, 
n = 5, and N = 3. 

The seasonal course in externai thermal forcing can be taken 
into account by 

J3* = p7,(1 + E sin(t/365))• 	(13) 

E desenhes the modulation of the meridional temperature 
gradient. The resulting nonautonomous system of eight equa-
tions is transformed to the autonomous system of 9 equations 
by introducing the additional variable e(t): 

p7,(1 + E sint0/365)) 

	

ft applies to (dIdt)0 = 1 and e 	O for t 	0. 

3. Initial Experiments 
Model equations have been integsated by means of a fourth-

order Runge-Kutta algorithm with time steps of 1 hour. Initial 
conditions were chosen such that without noplinear tens and 
ai the absence of utography tiTe soiution -Would be in balance 
with the externai forcing. The wave components were excited 
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Figure 1. Bifurcation diagram as function of the meridional temperature gradient between equator and 
pote, described by lhe thermal Rossby number Ro T  and the orographic height h (meters) for m = 2, n = 
5, N = 3 and dissipation time of 16 days. Symbols are S, stationary solutions; R, Rossby-wave-like solutions 
with constant amplitudes; V, periodic vacillation regime; and C, chaos. 

to give a meridional heat flux for the starting time. In order to 
solve the initial problem in the conservative case, the exact 
solution of lhe nonlinear probletn in terms of elliptic functions 
was studied for k = 1, a = = const, n = N 5, Ho  = O 
ancl applied to test lhe numerical procedure (see Appendix B). 

We integrated lhe model equations over 1000 days and vi-
sually separata the solution regimes into stationary (S), 
Rossby-wave-like solutions with constant amplitudes (R), pe-
riodic vacillations (V), and chaotic regimes (C). We also spec-
ilied the influence of the damping scale, which was recognized 
to be of minor importance. The model runs were performed 
with x taking a ciissipation timescaie of 16 days. 

As a first result we have constructed bifurcation diagrams as 
a function of lhe temperature gradient between equator and 
pole and thc orographic height h. The temperature gradient is 
used in a nondimensional form by lhe so-called thermal 
Rossby nutnber RO T  = RATA -, 1 1-1 -1 a -2 , where AT is lhe 
temperature dilference betwcen the equator and lhe pole. 

0.001 A T if AT is in degrees Celsius. 
Thc results are presented for wave numbersm = 2, n = 5, 

and N 3 in Figure 1. The diagram shows islands of chaotic 
behavior for realistic values of lhe meridional temperature 
gradient and orographic height. If the dissipation is doubled 
there is no structural change in lhe resulting bifurcation dia-
gram. 

Examples of temporal behavior of the nondimensional am-
plitude IY(1) of the mean angular velocity of lhe atmosphere 
are shown for a constant orographic height of 2500 m and 
temperature difterences hetween equator and pote of 20°C, 
25°C and 70°C in Figures 2, 3, and 4. They desenhe lhe Rossby 
wave regime, lhe vacillation regime, and lhe chaotic regime. 

Th, solutions in lhe chaotir regimee are now investigated in 
more dctail. lo order to he sure that lhe model is really in a 
eintotie regime, we have specitied the parameter values for  

meridional temperature gradients and orographic heights from 
diagrams like Figures 2, 3, 4. Using a temperature difference of 
70°C between equator and pole and an orographic height of 
2500 m we integrated lhe model over 400,000 days, on about 
1100 years, and called it run 1. 

In Figure 5 we show lhe climate of lhe model, computed by 
averaging the stream function field over lhe model integration 
time of 1100 years excluding the first 10 years. At midlatitudes. 
well-developed lows and less pronounced highs are seen. The 
highs are situated near lhe maximum heights of the orography. 
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a 
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12 	 1 	 1 	 12 
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Figure 2. Tenipbral evolution of a(t) ir; the Rússb.y Regime 
(R) for m = 2, n = 5, N= 3, h = 2500 rn, and Ro i  = 0.02 
(20'C). 
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midlaittudes Lhe general features of model climatology 
.igice uh the climatological mean stationary waves described 
:)v ti dla,.e 11983] using observational data. 

ie ize Lhe chaotic regime in a quantitative manner, 
. 	 the Lyapunov exponents using a modification of 

heo Shilnada and Nagashima [1979]. One of the 
I ■,dptinov exponents is positive, one is zero, and six are 

rwg.tlix e The value of the positive exponent corresponds to an 
,..folding time of about 7.6 days. The sum of ali exponents is 
tegittiW and corresponds to an e-folding time of about 2.5 
.1.1ys In Figure 6 Lhe positive time dependent Lyapunov expo-
nent plottecl against the logarithm of the time integration 
period rhe plot shows how the time dependent exponent 
,1 ■ 11 	 Lhe Lyapunov exponent of the model. The dimen- 
wy, 	dttractor resulting in the model has been deter- 

ilowing 	and Yorke [1979]. A Kaplan-Yorke 

200 	400 	600 	800 	1000 

time [clays] 

l'igure 4. Temporal evolution of .r(i) in Lhe chaotic regime 
IOl1l = n 	 h 	• Soa In, and Ro r  — 0.07 

for the first 1000 days of integration. 

dimension of 5.3 was found. This value may be considered as 
ao indication of the Hausdorff dimension of the attractor. It 
suggests that the described chaotic behavior would have been 
simulatcd by a dynarnical system with only 6 degrees of freedom. 

Figure 7 shows the temporal changes in the zonal index a(t) 
over the first 10,000 days of run 1. Transitions between differ-
ent circulation states of varying duration are visible. 

Daily data series of a(t) over 400,000 clays have been used 
to compute the power spectrum P of the zonal index. The 
result is shown in Figure 8 together with the half width of the 
95% confidence interval. The standard deviation a of the time 
mean à = 0.062 is equal to 0.0062. A strong perturbation 
ranging 30% in the initial conditions did not change the spec-
trum in Figure 8 significantly. There are two separated fre-
quency maxima with periods of approximately 8 days and 25 
days. The plot shows that the amplitude of the fluctuations 
steadily increases as the period increases from the seasonal 
timescale to interannual timescales. The most pronounced sig-
nals are seen for periods of approximately 3, 6, 13-14, 23, and 
44 years. The maximum ,variability was found in the decadal 
timescale. The robustness of the different frequency peaks has 
been examined by using clifferent fast Fourier transform (FFT) 
resolution 2" in Matlab. Ali results described have been de-
termined at a resolution with N = 16. Spectrum estimations 
with different N lead to small changes in Lhe position of the 
frequency peaks. 

4. Structure of the Long-Term Climate 
Variability 

In Lhe previous section we discussed Lhe long-term chaotic 
variability of the model on the basis of power spectrum and 
Lyapunov exponents computations. Now we apply an empírica' 
orthogonal function (EOF) analysis to determine the most 
significant structures in the fluctuations of the stream function 
fields. A set of E0Fs for a time series is generated by deter-
mining the eigenvalues and eigenfunctions of the covariance 
matrix which is defined by the stream function values on a grid 
with a spacing 18° latitude by 45 0  longitude. In our low-order 
model, only four independent stream function field compo-
nents have been considered. Therefore only the first four eig-
envalues are nonzero, which explain 99.99% of variance. The 
time series can be represented compactly by projecting the 
stream function field at any time levei on the set of E0Fs. The 
time series of amplitudes of the ith EOF are called the ith 
principal component (PCi) of the time series. 

In the following we discuss Lhe EOF patterns and Lhe power 
spectra of the corresponding PCs for Run 1. EOF 1 explains 
65.0% of the total variance of Lhe stream function fields, EOF 
2 explains 32.4%, EOF 3 explains 2.3%, and EOF 4 explains 
0.3%. The structure of E0Fs 1, 2, 3, and 4 is shown in Figure 
9. E0Fs 1 and 2 describe regimes with well-pronounced wave 
structures. EOF 1 is in phase with the orography. In compar-
ison to EOF 1, EOF 2 is shifted by 45 0  in longitude. E0Fs 3 
and 4 describe Lhe zonal regimes. 

The corresponding power spectra of PC 1, PC 2, PC 3, and 
PC 4 are shown in Figure 10. They specify the timescales of the 
EOF's variability. PC 1 (Figure 10a) shows well-pronounced 
maxima at time periods of 16 and approximately 25 days. 
Because the pattern of EOF 1 coincides with the contours of 
orography, these synoptic variations seem to be controlled by 
thc orouaphic instabilitv. In addition to these timescale.s there 
is a broad spectrum of frequency peaks in the interannual scale 

1 
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longitude 
Figure 5. Run 1: Climatology of the stream function q, (m 2/s) for tr! = 2, n =-- 5, N = 3, h-= 2500 m, 
and Ro-,. = 0.07 (70°C) without a seasonal cycle. 

between 3 and 44 years. Although James and James [1992] 
investigated the time variability in the zonally averaged winds, 
the ultralow-frequency variability associated with the large-
scale structure described by EOF 1 looks very similar to those 
obtained by these authors. 

In contrast, PC 2 does not show any long-term variability. Its 
frequency peaks are confined to synoptic scales between 10 
and 30 days. A coupling exists between PC 1 and PC 2 in these 
timescales due to lhe orographic instability. Both PC 3 and PC 
4 show ultralow-frequency variability similar to that of PC 1, 
connected with amplitude changes in the standing components 
of the large-scale circulation patterns. They are presented in 
Figures 10a, 10c, and 10d. In PC 3, frequency peaks occur in 
the synoptic timescales with maximum amplitudes at 8 days  

which are connected with the baroclinic instability of the zon-
ally mean state present in EOF 3. 

Both EOF 1 and EOF 3 are responsible for the major part 
of ultralow-frequency variability. The E0Fs show that this 
climate variability is caused by lhe interaction between the 
mean zonal flow, described by EOF 3 and the wave component 
EOF 1. EOF 2 is shifted by 45° longitude relative to EOF 1 and 
is involved only in the variability on synoptic timescales with 
periods smaller as 1 month. 

We will turn now to run 2 with the inclusion of a seasonal 
cycle. This was achieved by varying the equator-pole temper-
ature difference sinusoidally in time with a period of 365 days 
and an amplitude of 20 K. It corresponds to E -= 2/7 in the 
equation (13) and describes a radiative temperature difference 
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Figure 6. Convergence of the positive Lyapunov exponent. The time is given in nondimensional units. 
Number of days is time/27r. 
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Figure 7. Temporal evolution for the first 10,000 days of 
unegration of the zonal inclex 0(0 in the chaotic regime for 

- 2, o — 5, N = 3, h = 2500 m, and Ro, — 0.07 (70°C). 

of 40 K between winter and summer followingfames and fomes 
119921. Ali other parameters are the same as for run 1. 

The averaged stream function for the model run 2 over 1100 
years is shown in Figure 11. Figure 12 shows the corresponding 
power spectrum P computed on the basis of daily data series 
of the zonal index 0(0. The seasonal cycle has been removed. 
As in Figure 8 there are two separated frequency maxima for 
periods of approximately 8 days and 25 days. In ruo 2 the 
model again shows a large variability on a decadal timescale. 
fhe most pronounced peaks occur near 3, 13, and 26 years. 

The seasonal cycle changed the individual frequency peaks in 
comparison with run 1, but the ultralow-frequency variability in 
the decadal timescale remains. 

The E0Fs were computed using stream function fields with-
out removing the seasonal cycle. This has the advantage for the 
case of PCs being considered as the variables of a dynamical 
system constructed on the basis of E0Fs. Time series of PCs 
were computed, the seasonal cycle was excluded, and the 
power spectra were calculated. 

EOF 1 explains 59.9% of the total variance of the stream 
function fields, and E0Fs 2, 3, and 4 explain 32.6%, 6.3%, and 
1.2%. The structure of EOE's 1, 2, 3, and 4 is shown in Figure 
13 and is quite similar to that of the EOF's from run 1 without 
the scasonal cycle. E0Fs 1 and 2 again describe regimes with 
well-pronounced wave structures. EOF 4 describes a zonal 
regime. In comparison with run 1, the only difference occurs in 
EOF 3, which does not describe a zonal regime but a circula-
tion state with a wave structure. 

The power spectra of PC 1, PC 2, PC 3, and PC 4 are 
presented in Figure 14. They show that the ultralow-frequency 
variability is described by PC 1 and PC 3. The mean seasonal 
cycle in PCs, not presented here, is much less pronounced in 
PC 2 than in PC 1 and in PC 3. However, an anticorrelation in 
seasonal cycles of PC 1 and PC 2 is still seen. It shows that the 
seasonal forcing infiuences the synoptic variability of the model. 

The intercomparison of both EOF analysis for run 1 and run 
2 leads to the suggestion that the attractor of the system re-
mains structurally unchanged. A deformation does occur, 
which appears in the structures of EOF 3 and the power spec-
tra. Its magnitude is proportional to the amplitude of the 
seasonal cycle of the equator to pole temperature difference. 
The additional run 3 with a smaller temperature amplitude of 
10 K for the seasonal forcing confirms this suggestion. 

104 	 103  102  10 1 	days 

log ( Freq (cycles per day)) 

Figure 8. Run 1: Power spectrum P„ as a function ot the logarithm of frequency computed from 400,000 
clays of a for th = 2, o = 5, N = 3, h = 2500 m, and Ro = 0.07 (70°C) without seasonal forcing. The 
power spectrum is shown by the bold black line, and the half width of the 95% confidence interval is shown 
by the thin gray line. 
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Figure 10. Run 1: Power spectrum of (a) PC 1, (b) PC 2, (c) PC 3, and (d) PC 4. Notation as in Figure 8. 

For run 1 we calculated the total variance cd, of daily time 
series of a and also the portions of o , in percents, which fali 
into four intervals of periods: 2 to 6 days, 6 days to 1.1 year, 1.1 
year to 11 years; and 11 years to 1100 years. Results are sum-
marized in Table 1. On the basis of the PC 1 and PC 2 power 
spectra, which are quite similar in their high-frequency part, we 
are able to give a rough estimate of the percentage of the o-":, 
that falis at periods of fess than 1 year. It is twice as large as the 
percentage of EOF 2 and is equal to approximately 65%. The 
suni of percentages from the first two rows in Table 1 gives 
very cloçe esrirnntr,  of 6h 04, In thP caçe of seasonal forcing the 
total variance crf, has becn increased 3.91 times. Its distribution  

on the aforementioned intervals of periods is shown in the 
second column of Table 1. 

5. Conclusions 
We constructed a simple baroclinic hemispheric low-order 

model of the atmosphere on the basis of quasi-geostrophie 
equations. They include orographic forcing in the long wave 
and thermal forcing in the zonal components. The model con- 
sists of eight components and uses the spherical harmonics Y?, 

)7=- 2  WP ,-stirn ,, ted the bifu ,-^atior. -p--erties of the mode! 
as a function of orographic height h and meridional tempera- 
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Figure 10. (continued) 

ture difference between equator and pole AT. For realistic 
parameter values of h = 2500 m and A T = 70°C we found 
chaotic behavior. 

To determine this in a quantitative manner we computed the 
Lyapunov exponents. One Lyapunov exponent is positive, 
which indicates the chaotic behavior of the model. The 
Kaplan-Yorke dimension of the attractor has been determined 
as 5.3. This value is comparable to the estimated attractor 
dimension of 6 or 7 in a simplified general circulation model 
described by James and James [1992]. In this sense we con-
structed a low-order model with the minimum of degrees of 
fieedoni needed fui IN oducing iong-term ciimate variabiiity. 

The temporal behavior of the model resembles the dynamics of 
the atmosphere with frequent transitions between different 
circulation states. 

Then the model was integrated with and without a seasonal 
cycle over 1100 years in the chaotic regime. The climate of the 
model by averaging over the entire time period was deter-
mined. Power spectra computations of the zonal index showed 
frequency peaks between 3 and 44 years without seasonal cycle 
and between 3 and 26 years with included seasonal cycle. This 
ultralow-frequency variability in the decadal time is produced 
by the nonlinear atmospheric dynamics only 

Empirical orthogonal Iunction analysis of the stream func- 
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Figure 11. Rua 2: Climatology of lhe stream function tLs  (m/s) for m = 2, a — 5, N = 3, h -= 2500 m, 
and Ro i  = 0.07 (7(1°C) with a seasonal cycle. 
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tion fields togethcr with lhe power spectra calculations of lhe 
principal components showed that the nonlinear intcractions 
between E0Fs 1, 3, and 4 determine the ultralow-frequency 
variability ia lhe decadal timescale. The interactions between 
FOR 1, 2, and 3 determine lhe low-frequency variability on 
imescales from 10 days up to a month. 

Well-pronounced maxima ia lhe power spectra of lhe prin-
cipal components occur at 16 and 25 days. Similar periods have 
beca noted ia observational data. This gives contidence ia lhe 
conclusions conccrning lhe ultralow-frequency variability of 
lhe moda 

Branstator atui Helcl [1995] explained the 25-day pattern as a 
barotropically unstable wave dominated in most winters by 
and sometimes by Y. The latter wave has beca used in our 
current model. In future investigations it woukl be interesting 
to run the model with the basic wave Y used by Branstator and 
Held [1995]. 

The estimated temporal structure of ultra-low frequency 
variability in our model resembles in many features that of 
[ames and James [1992] in lhe decaclal timescale. 

Lorenz [1984, 1990] derived the chaotic behavior from an 
interaction between unstable transient waves and a thermally 

-5 	-4.5 	-4 	-3.5 	-3 	-2.5 	-2 	-1.5 	-1 	-0.5 	O 

log ( Freq (cycles per day)) 

Figure 12. Rua 2: Power spectrum P„ as a function of the logarithm of frequency computed Irem 400,000 
clays of (e for ai — 2, ri --: 5, N 	3, // 	2500 m, and Ro 	0.07 (70°C) with seasonal .foreing. The power 
:pectrum isslrown ft; the bold Hack !ine, and the htdf width 	the 95% contidency- i-n-terva! is shown by the 
thin gray 



O 
CO 

o 

co

o  OZ•0- 

1 	 1  
O 

cv 	 0D 
o"'" 	 co 

aPrurftei 

o 

o o 

<1. 
tf, 

o 
o 

— 0.00 	 

o 

o N cv 

	0.00 
Ct? - 
CU 

I 	--- 0.00 
co - 

O 
0.00 

o 0  

o 

o 
cv 

O nt

• 	

;  
C0 	 C) 
.-.1 	 ... 

CO 

/  

o 
o 

o o o o 
O O O 

apnviet 

tf) 

co 

o 
- r- cv 

o 
o 

o 

0.20  

cv 

co 	 
co 

o 
ÇA _ 

CO 
o 

Ir) 

O 

c.) 

co
co  

 

apninuI 

01°0- 

C:=> 

01'0- 

0.0 

4310 	 KURGANSKY ET AL: CLIMA FE VAR1ABILITY IN A SIMPLE MODEI 

cv u-,`" 
co co 
o cs  

o 
co 

tr) 

co 

cv 

o cv 
cv 

co 

o 

0.00  
0.1°  

Po_ 	030- 

oao, 

o. 
o 

CO 

o
 

Fi
g

ur
e  

1
3.

  
R

u
n  

2:
  S

tr
u

ct
ur

e  
o

f 
E

0
F

s  
1, 
 2

,  
3,

  a
n
d
 4.

  T
he

  E
0

Fs
  a

re
  n

o
rm

a
liz

ed
  b

y  
u

n
ity

.  

CO 	 0/ 	 ',C 	 02 	 CO 
co 	 co 	 ,3 o  

O tO 	 CO    00 
-1---.. 	 i c, 	 c, 

\ o o 	 o 	 01 

0) 	 co 	 Cl 

O 	 O 	 7/  ° 

O 
O. 	

NI 	 O/ 

-  

	

i 	

C.- cv r- - 

	

..... 0.z° 	

o 

	

4 cmu) 4:11) 	r.1-4 o 
cv - cv 	

o cv cv rzi()) 

	0.10 	
to 	( 

cV 

o +à 
• C) 	 02,0,  

o -I-)  
CO 3,-4 	r-A 	

O 
CO 	 O 	- CO 31-4 .-. bli 	 .-1 	 1 	3-4 tu 

O 
O CYS O 

tf) r-I  
- - C) 

•-• 

O 

II) 	 co 

aprumui 



6 
x loja 

5 

4 

3 

po
w

e
r  s

p
ec

tr
a

l d
e

ns
ity

  

2 

B 

KURGANSKY ET AL: CLIMATE VARIABILITY IN A SIMPLE MODEL 4311 

1 02  

9 
x 10"  

104 	1 03  10 1 	days 

A 

8 

7 

-4 

104  

-3.5 	-3 	-2.5 	-2 

log ( Freq (cycles per day)) 

103 	1 02 

o 	 
-5 	-4.5 	-4 	-3.5 	-3 	-2.5 	-2 	-1.5 	-1 	-0.5 	O 

log ( Freq (cycles per day)) 

Figure 14. Run 2: Power spectrum of (a) PC 1, (b) PC 2, (c) PC 3, and (d) PC 4. Notation as in Figure 12. 

po
w

e
r  s

p
ec

tr
a

l d
e

ns
ity

  

6 

5 

4 

3 

2 

O — 
-5 	-4.5 -1,5 	-0.5 	O 

10 1 	days 

irced steady wave. James and James [1992] included neither 
!-ographic nor nonzonal thermal forcing. Contrary to these 
rthors the chaotic behavior in our model is doe to the inter-

;tion between the orographically forced standing waves with 
ie zonal mean state. We cannot exclude that the transients 
herent in our model also play an important role for long-
rm elimate variability. The inclusion of the seasonal cycle 
ads to structural changes of the EOF 3 and EOF 4 and in the 
gh-frequency part of the power spectra of PC 3 and PC 4, 
iiielting lhe important role of transients ir! the lo..ng-term 
iriability. 

We have shown that long-term climatic variability on time-
scales of decades can originate from energetic imbalances in 
the atmosphere from year to year due to nonlinear dynamics 
connected with wave mean flow interactions under the control 
of a seasonal course. A similar result was obtained by James.  
and James [1992] in a spectral primitive equation model with 

moderate resolution of dynamical processes and by Pielke and 
Zeng [1994] in a low-resolution model. Our model is very 
simple, and it assumes only a thermal forcing on the zonal 

cornponent and an ordgrapruc torcing In the long wavc. We 
have got a chaotic solution behavior using realistic parameter 
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Figure 14. (continued) 

'rabie 1. Total Variance 	for Dilfierent Intervals of 

Periods Without and With Seasonal Cycle of 

Nondimensional Amplitude E 

Period Ruo 1 (L 	- O) Run 2 (L 	- 	 217) 

days to 6 dar; 13.0 • 	2.6 
6 days to 1.1 >R:ar 53.4 o') . 7 
1.1 voar to II yens 27.2 4.1 
I I Yoars L 	1 100 years 6.4 0.6 

values and obtained a natural variability in decadal time scales. 

It is possible to improvc this simple model by including ba-

roclinic unstable waves and nonlinear interaction between long 

and synoptie waves as was done by Detido/1' and Schmitz [1992]. 
Currently, our model is too simple 10 1R used directly for 

quantitative studies ol long-term climatic changes. Neverthe-

les;i, 1 confirms thc -ider. thát seastiltdi forcing logcilwr with 

nonlinear dynamical processes can generate long-term vari-

ability between 10" and 10 =  years in lhe atmosphere without 

adclitional externai forcing. 
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kppendix A 	 + ekmq[N(N + 1) - n(n 1)XF 

lhe spectral form of equations (11)-(12) consists of the 
tollowing 8 ordinary nonlinear differential equations (overdots 
denote the derivative dlc1t): 

1-;)1a 	A 2 (AI -3 	KL) 

4- ;tn A. 2 ( I - elH,K 	;-n1A 2 1-1B 1 C(a 	13) 

• \ 2Q(13' - p) -0. 	 (AI) 

!Nuv I. 1) 	A 	E)1È - - in \ 2 (AB - KL) 

1 	111 01( 	mgA 2 FIDB  

- e(n(n + 1)(L - A) + Q[n(n + 1) + 	- 0. 	(A8) 

Flere, 

q j.  --- ( P)2(£11)Vdp.)dp, 

is the so-called interaction coefficient. When, for example, III 2, 
ii = 5, and N = 5, thenq = (20/13)V1 1/2 3.608, and in the case 
of m = 2, n = 5, and N = 3 one has q 3.310. 

Appendix B 

t CN/(/st 1- I)(F G) -1-  A -VG = O, 	 (A2) 	If variables a and f3 are the prescribed constants, then equa- 
tions (A1)-(A8) reduce to a system of six ordinary differential 

1n(tt 4 TI -4 A 2(1 .- s)1À -- ant A 2I3 	 equations. Below, these are written in a symbolic form using a 
new timescale t, = [n(n + 1) + A 2 (1 - E)] . 1 t and for a 

t 12(1 ...) ko) 4 /3\2  - k M/ (ti -4  1)]/7/K 	 special case of a = p = const, k = 1, tt -= N, and H„ - 0: 

long[N( N i 11 -- 11(n + 1)IKF + nig A 2 (BF - KG) 	 F' + iII(KL - AB) = O, 	(B ia) 2 

Cum I )(A - L) + VOL = 0, 	 (A3) 	 A' + MK -- NB + H(BF - KG) = O. 	(Bib) 

1n1n -+ 1) -+ 	- E) 1 K + am \ 1-1, 	 K' -MA + NL - H(LF -- AG) = 0, 	(Blc) 

- (2( I + ka) + PA - kat:(n 1- 1)JmA 	 G' + -.;X(KL - AB) = O, 	(Bld) 

- kmq[N(N + I) - tz(n 4 MA F 	 B' - YA + ZL - X(LF -AG) = O, 	(Ble) 

-- AG) - cent,V1 I - s )H, 	 L' + YK - ZB + X(BF -- KG) = 0. 	(Blf ) 

4- nig A 2( I - e) HoF -- 	A 2 H0G + f3m A 2 F10 	 Here 

-t Ctz(ti - 1--  1 )(K — 8) + 11 208 -= 0, 	 (A4) 	 = mqA 2 : X = mq[n(n + 1) + A 21, 

1- A 2 1 	)J(3 + m(2 + A)( A B - KL) 	
M = m[2( 1 + a) + aA 2  - an(n + 1)1, N = 

i12 	1 - s 2   

- sm H„K 	em A 2H„B - sc(p — 

- (2 + .\ 2 1Q((3 - p) = (1. 	 (A5) 

I ) 1 A 2 11 	)1G - -1..7 mq[A1(N 4-  1) 4-  A 2] 

• A /3 KL) - I..7 emqN(N + 1)H„K - Em(' ASA 

ECN(N -1- 1)(G — F) 

+ [N(N + I) + i.\21QG = 0, 	 (A6) 

[no/ + ) 	A 2( I - E)1È 	(W1111(11 1-  1) -I-  N 21L 	m 

• [Ontii + 1 ) + 	+ 2e( 1 + ka) 	ekan(n + 1)IA 

- ing[n(n +- 1) + • :1(FL - A(i) 

kmq[N( IV 1- 1 -- 11(11 4 1)1AF + samtt(n + 1)H„ 

+ pf3mA = H,- sintin(n f 1 )HoF stnqA 2 1-10G 

1)(13 	K) 1- (21 .11(1 + I) i- V113 = 0. 	(A7) 

tn 	II 	- s11/. 	n(ti + I ) + A 2 _1 

• 13 ■ 111113,101 	1) -1 	,\ 	2s11 

si; wt(11 	111K -1- ntglit(n + I) 	.\ -- f(BF -- KG)  

Y = m[26(1 + a) + aA 2  + an(rz + 1)0 - 

Z = ma[n(n + 1) + A 2], 

and the prime denotes a derivative dldt,. 
Equations (B1) have the linearly independent integrais of 

motion, written in the following convenient forni: 

- XF = 

j;  (A' + K') - 	+ F2 = C2, 

12- (B 2  + L') - 2YX --  'G + G 2  -=- C3, 

	

AL + BK - 2X -  '(M + Z + C,)G + 2IIX 	= C. 

Their linear combinations retlect the mass, energy, and en-
tropy conservation laws, and also the integral form of Ertel's 
potential vorticity conservation law. 

With the help of these integrais, equations (B1) reduce to 
the single equation 

G" + A ,G 2  + A 2 G + 	0, 	(B2) 

where 

A , = 3 X I lX2N II 2 Y - M Z)X111, 

À = (M •4-  Z) 2  4YN + X 2C + 1I 2 C 3  - 

+ Z) — CtNXfl -4-  2YrIX '), 
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A - - X(M 4  Z)C4 " YXC, - NXC 3  + XC,C 	YX - 'C; 

11C,C 3 	2YNI1 'C,. 

Given initial conditions, equation (B2) has an exact solution in 
terms of elliptic functions. Multiplying (B2) by G' and inte-
grating in time, we obtain 

+- 	; G 3 	A 2 (7' 2  1- AG +4 	0, 	(B3) 

where a constant A 4  is determined by the inala) conditions. In 
terms of variables 

(AJA ,), 	U = 1,(11,16) 1 ' 2 , 	A i > O 

alumiou (B3) takes the normal Weierstrass' form [see 
Abramowitz and Stegun, 1964, and refcrences therein] 

(dpIdU) 2  = 4o 3  — g 2 o — g 3 . 

Here 

y 2 = 3(A 2/A,) -  — I 2(i1 3/A 1 ), 

g. 	-;(.4 21A 1 )' - 6(A -AVA) + 12(A 41A I ). 

In particular, it is possible to express the period of nonlinear 
oscillations resulting in the model in terms of a complete el-
liptic integral of the first kind. This property has beco used for 
testing the numerical procedure outlined in lhe main part of 
lhe paper. 
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