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[11 A new technique for developing k-distributions applied to longwave radiation
parameterization has been presented in a preceding paper. Now we discuss an extension of
this technique to the shortwave spectral range. A fast k-distribution model (FKDM) for
gaseous absorption calculations suitable for use in weather and climate prediction is
described. FKDM has been created using 15 k-distribution terms only, less than in other
comparable codes. The molecular species represented in the model are H,O, CO,, O3,
and O,. In k-distribution terms, characterized by strong absorption, representative
absorption cross section is treated as a function of absorber amount along the direct solar
radiation path, thus allowing improved fitting of solar fluxes and heating rates in upper
troposphere and stratosphere. This technique has been applied to derive effective
single-scattering properties of clouds in each term for a more accurate treatment of
cloud optical properties by taking into account correlation between water vapor and
liquid water or ice absorption. It is shown that disregarding the above correlation in
radiation models can essentially distort simulated fluxes and heating rates. FKDM
has been developed and validated using a fast line-by-line model (FLBLM). Both
FKDM and FLBLM used a Monte-Carlo code. Validations have covered the tropical,
midlatitude summer, midlatitude winter, subarctic summer, subarctic winter, and U.S.
standard atmospheres, four atmospheres from the Spectral Radiance Experiment
campaign, and a case of an observed tropical atmosphere. It is found that the FKDM
heating rate accuracy for clear-sky conditions is as follows: ~0.1 and ~0.2 K d' in
the troposphere for standard and real atmospheres, respectively, and ~0.5 K d™' in all
the cases at altitudes below 70 km. Downward flux errors are below 1%, upward
flux errors are below 2% (usually ~1.5 W m™?), and total atmospheric absorption
errors are below 3% (usually 1.5-3 W m ?) in every case. The Intercomparison of
Radiation Codes in Climate Models (ICRCCM) cloud models have also been used for
the validations. It has been demonstrated that the usage of the technique to derive
effective cloud optical properties halves maximal errors in calculated radiation fluxes
absorbed by cloud.

Citation: Fomin, B., and M. de P. Correa (2005), A k-distribution technique for radiative transfer simulation in inhomogeneous
atmosphere: 2. FKDM, fast k-distribution model for the shortwave, J. Geophys. Res., 110, D02106, doi:10.1029/2004JD005163.

1. Introduction

[2] A new effective k-distribution technique and its
application for the longwave radiation parameterization
have recently been discussed in a preceding paper [Fomin,
2004] (hereinafter referred to as part 1). Since both the
technique and its comparison with other k-distribution
methods are thoroughly discussed in part 1, in the present
paper (part 2) we will discuss only its extension to the
shortwave spectral region. Here it is necessary to consider
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shortwave fluxes and heating rates instead of longwave
fluxes and cooling rates. It should be noted that short-
wave downward flux is usually much greater than the
upward flux in contrast to situation in the longwave
radiation (due to molecular and cloud/aerosol absorption
of solar radiation within atmosphere and absorption by
surface). For this reason, in the present work, we only
used line-by-line (LBL) downward fluxes for k-distribu-
tion development.

[3] Since this technique gives a possibility to obtain the
shortest k-distribution series achievable in practice and the
computational time is proportional to the number of terms in
the k-distribution series, our objective was to develop the
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Table 1. Formulae for Volume Absorption Coefficients®
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Channel Formula
1 K(03) * Ups + K(0y) * Upy
2 K(03) * Ugs
3 1.93 - 102" * Ugs +2 - 107°° * Upag
4 K(0,) * Uop
5 {1.35 x 10°2° * [1 — 0.0007 * (300 — T)] * P77} * Uppo + 1.19 x 10727 * P*3 * U, + 1.7 x 1072 * Upys
6 2.1 x 1072* % P * Uppg + 14 x 10727 * Uy
7 KMH;0) * Upao
8 K(COy) * Ugoz + K(H20) * Umao
9 {3.77 x 107> * [1 — 0.00372 * (300 — T)] * P*°} * Uppp + 6.5 x 1074 * 326000 % .2 4+ 1.55 x 102" * P*3* * U,
10 K(H,0) * (300/Tg)" * Upppp + 6.5 x 10748 % 32600 = DS s ) 242 09 x 1072 * P06 * U,
11 K(H,0) * (300/Tg)>! * Upp + 2.5 x 10747 % 32600 = D3 s 1y, 242 60 x 10724 * PO * U,
12 K(H,0) * (300/Tg)'? * Uy + 8.0 x 1047 % 32600 = D3 % 1y, 2+ 6.85 x 1072 * P18 % g,
13 {1.3 x 1072 * [1 — 0.00235 * (300 — T)] * PO} * Uppo + 6.0 x 10748 % 3 2600-D3 5y ) 241,99 x 10724 * pO782 % Uy,
14 K(H0) * Upao + 2.6 x 107%7 # 32000 = DM w1y, 2 19,49 x 1072° * PO * U,
15 K(H,0) * U + 2.0 x 10746 % 32600 = D25 s 15, 2 4 3 64 x 10724 * PO7 * U,

*Volume absorption coefficients are in km~'. P and T are pressure and temperature (in atm and K). The notations K(Os), K(O,), K(H,0), and K(CO,)
mean the representative cross sections as functions of species amounts along the direct solar radiation from TOA to the given point, which can be calculated
using Table 2. The notations Uz, Uoz, Unao, and Ucor mean O3, O,, H,0O, and CO, concentrations (in molecules/(cm® km)), respectively, at the given

point.

fastest k-distribution parameterization, suitable for use in
weather and climate prediction. The fast k-distribution
model (FKDM) for gas absorption calculations is presented.
The corresponding model for simulation of solar radiation
in clear-sky, hazy and cloudy plane-parallel atmospheres
has been developed, where we treat molecular and partic-
ulate scattering by means of Monte-Carlo method [Fomin
and Mazin, 1998].

[4] In this FKDM version we considered absorption by
H,0, CO,, O; and O, that needs only 15 k-distribution
terms (channels). In the channels where absorption is
strong, representative absorption cross section is treated as

a function of absorber amount along the direct solar
radiation path. This unique feature is responsible for the
improved fitting of solar fluxes and heating rates in upper
troposphere and stratosphere.

[s] Fast radiation parameterizations usually use a few
broad spectral bands with effective scattering and absorp-
tion coefficients of clouds and aerosols in each band.
Here we use the same set of three IR spectral bands for
k-distributions that is used in the widely distributed
parameterization by Chou and Suarez [2002] to facilitate
the use of their optical cloud and aerosol models. In
addition, we also use effective scattering and absorption

Table 2. Points of Interpolation for Representative Cross Sections K as a Function of the Species Amount W*

Point of Interpolation

Channel Species Values 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 O3 W (*1E17) 1E-6 0.02 0.05 0.1 0.2 0.4 0.6 1.0 2.0 3.0 4.0
1 O3 K (*1E-18) 3.65 3.65 3.62 355 345 32 3.0 26 185 15 1.2
1 O3 W (*1E17) 5.0 6.0 7.0 9.0 15,0 20.0 30.0 100.0 200.0 250.0 400.0
1 O; K (*1E-18) 1.05 095 09 0.8 0.63 0.57 047 032 026 023 0.05
1 0, W (*1E22) 1E-07 0.1 1.0 4.0 10.0  70.0 200.0
1 0, K (*1E-25) 3.4 34 33 3.05 2.4 0.6 0.25
2 03 W (*1E17) 1E-6 7E-4 04 2.0 7.0 20.0 50.0 100.0
2 O3 K (*1E-20) 735 735 835 8.0 7.5 7.0 6.0 5.5
4 0, W (¥1E22) 0.01 0.05 0.1 0.3 1.0 3.0 10.0 100.0
4 O, K(*1E24) 19 1.8 1.5 1.0 0.7 048 025 025
7 H,O W (*1E21) 0.001 0.01 0.03 0.1 1.0 3.0 200 100.0 200.0
7 H,0 K (*1E-23) 7.61 6.85 652 598 381 272 1.63 1.09 0.978
8 H,O W (*1E20) 1E-5 5E-6 1E-4 4E-4 0.001 0.005 0.01 0.05 0.1 0.7 4.0 20.0 80.0 200.0 1E+3
8 H,O0 K (*1E-22) 40 60 70 60 45 20 14 178 175 8.0 3.0 0.5 0.1 0.04 0.01
8 CO, W (*¥IE19) 4E-5 1E-4 4E4 0.002 0.0l 0.1 1.0 10.0 100.0 1E+3
8 CO, K (*1E-21) 80 50 25 10 6.0 2.0 08 045 025 0.13
10 H,0O W (¥*1E22) 0.001 0.01 0.1 0.4 1.0 4.0 7.0 10.0  20.0 100.0
10 H,0 K (*1E-24) 1.8 234 3.19 4.03 467 605 626 637 626 584
11 H,O W (*1E22) 0.001 0.01 0.1 1.0 2.0 40 10.0 100.0
11 H,0 K (¥1E-23) 0.823 1.65 2.35 3.29 3.53 347 2.7 1.76
12 H,O W (*1E21) 1E-4 0.001 0.005 0.0105 0.02 02 0.7 2.0 50 200 100.0 1E+3
12 H,0 K (*1E-22) 17.0 122 85 878 756 425 255 1.89 142 0.85 0.283 9.45E-3
14 H,0O W (¥1E22) 1E-4 0.001 0.0l 0.1 1.0 2.0 40 100 150 20.0 100.0
14 HO0 K (*1E-23) 0209 0313 0584 0834 13 146 149 125 1.1 1.04 0834
15 H,O W (*1E21) 1E-5 1E-4 0.001 0.0l 0.1 1.0 3.0 10.0 40.0 100.0
15 H,O0 K (*1E-22) 749 416 117 166 749 25 125 0.666 0499 0.25

Representative cross sections K are given in cm?/molecule; species amounts W are given in molecules/cm?.
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coefficients of clouds in each k-distribution channel (in
the same way as for gaseous absorption) for taking into
account the correlation between water vapor and liquid
water (and ice) absorption. As will be shown, this
technique allows a more accurate treatment of cloud
optical properties in radiation parameterizations.

[6] For FKDM development and validation a fast line-by-
line model (FLBLM) [Fomin, 1994; Fomin and Mazin,
1998] has been used, which rigorously treats radiation
scattering and absorption by means of Monte-Carlo method.
The latest HITRAN-11v spectral database [Rothman et al.,
2003] as well as the recent H,O (CKD-2.4 version), O, and
O3 continuum models [Mlawer et al., 1999] are used in this
FLBLM version in accordance with the recommendation
from Fomin et al. [2004]. A solar spectrum was taken from
MODTRAN (usually referred to as the Kurucz spectrum
(http://cfaku5.harvard.edu/sun/irradiance/irradiancebins.
dat)). It should be noted that FLBLM has been validated in
a recent effort involving intercomparison of shortwave
radiation transfer codes and measurements [Halthore et
al., 2005] as well as using other efforts involving LBL
calculations [Fomin et al., 2004; Ptashnik and Shine, 2003].

[7] In section 2 we present a detailed description of this
new technique to generate k-distributions. Section 3 is
devoted to the treatment of cloud optical properties in k-
distribution models. Finally, in section 4 we provide a
summary of the main results. Detailed parameters of FKDM
are presented in Tables 1 and 2.

2. Molecular Absorption and Scattering

[8] In this version of FKDM we have used three bands
in UV and VIS regions (14,280-31,000), (31,000—
33,000) and (33,000-50,000) cm~' as well as three
bands in the IR region (1000—4400), (4400—8200) and
(8200—14,280) cm™' for reasons that will be explained
in section 3. It is possible to consider only one channel
(k-distribution term) in each of the UV or VIS band
[Chou and Suarez, 2002; Kato et al., 1999; Briegleb,
1992]. In this simplest case our technique reduces to
finding the effective absorption coefficients profile K(W)
and then representative cross-section profile K(W) as a
function of the absorber amount W along the direct solar
radiation path, which exactly reproduces the LBL down-
ward solar flux in the band considered. Consequently in
this case our technique is close to that of Chou and
Suarez [2002] (see their formulae (3.7) and (3.13)), with
only one difference: they use the mean transmission
function of the absorber amount along the vertical whereas
we usually considered the downward flux at the solar
zenith angle SZA = 30° for the tropical or subarctic
winter atmospheres. Obviously, if absorption is weak (the
transmission function is a linear function of W), the
representative cross sections equal mean values of real
cross sections in the given spectral band weighted by the
extraterrestrial solar flux (see equation 3.12 of Chou and
Suarez [2002]). It is important to note that real cross
sections in the UV and VIS spectral regions are practi-
cally independent of pressure and temperature because
they mainly consist of the electronic bands of O3 and O,
[Goody and Yung, 1989; Chou and Suarez, 2002]. There-
fore the ozone representative absorption cross section in
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the 14,280-31,000 cm™ ' band was taken to have a
constant value equal to 1.93 x 102" ecm*molecule. It
should be stressed that absorption in this band is weak
(the mean ozone optical thickness is about 0.02). How-
ever, in a typical case, the representative cross section K
varies with W from the above mean value (at W — 0) to
the minimum cross section in the given spectral region
Kimin (@t W — ). To explain this statement let us to
write the LBL and one-term k-distribution formulae for
the downward flux F|(W) (scattering is omitted here):

F (W)= (Sie®V + 8™V 4 Sye Wq | Sye V)
=Se™W) (1)

where S;, S,, ..., Sy and K, K,, ..., Ky are the solar
irradiance and absorption coefficient considered at N points
of some LBL wave number grid, index M denotes the wave
number point with the weakest absorption, S=(S; +S,, .. .,
Sy) is the solar extraterrestrial flux in the given spectral
band and T (W) is the effective optical thickness in our
k-distribution approximation. It is clear that at W —
the term Sye W will be dominated and we can write

(at W — o)Se "W ~ Spe KMV,

T(W)/W = [KnW + In(S/Sy)]/W — Kuy. 2)

[0] The last expression explains the statement. Figure 1,
where the 33,000—50,000 cm™" spectral region is consid-
ered (the mean optical thickness is about 30), demonstrates
the typical behavior of K(W).

[10] In view of this, more narrow bands are usually used
in parameterizations to get approximately constant values of
representative cross sections. For example, Chou and
Suarez [2002] used four and eight spectral bands in
33,900-57,140 cm~' and 14,280-57,140 cm™' spectral
regions, respectively. In contrast to their and other present
parameterizations, we suggest direct usage of K(W) in a
case of strong absorption (optical thickness ~10) in order to
use the essentially wider spectral intervals and thus to
decrease the number of k-distribution terms. Here we made
use of independence of the representative cross sections
K(W) on atmospheric conditions and the solar zenith angle
(SZA), which is a consequence of independence of the real
cross sections on pressure and temperature. Naturally,
K(W), because of their obtaining from the downward
fluxes, can exactly fit only the downward fluxes and may
not be suitable for fitting upward fluxes or scattered
radiation with very high accuracy. However, if absorption
is strong enough, solar radiation does not reach the surface
and the adjacent scattering atmospheric layers (clouds,
aerosols and thick air), so that only direct solar radiation
needs to be fitted. In the case of moderate absorption, where
solar radiation reaches the surface, it is necessary to use
narrower band. So in FKDM we used the 31,000
33,000 cm ™' band with a mean optical thickness of about
0.7. However, in the case of weak absorption, where the
mean cross section is applicable, the band can be wide again
for the reason explained above. Therefore we use only three
spectral bands (or channels), (4280—-31,000), (31,000—
33,000) and (33,000—50,000) cm ' in VIS + UV with
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Figure 1. Oj; representative cross section K(W) as a function of ozone amount W along the direct solar
radiation path in the 33,000—50,000 cm ™' spectral region.

strong, moderate and weak ozone absorption, instead of [1999], and 7 channels in the work of Nakajima et al.
8 bands in the work of Chou and Suarez [2002], 16 bands in ~ [2000].

the work of Kato et al. [1999], 8 bands in the work of [11] In addition to ozone absorption in VIS and UV, the
Briegleb [1992], 7 channels in the work of Cusack et al.  absorption by oxygen (the last line in the HITRAN-11v is

14280 - 50000 cm™ [0.2 - 0.7 um]
90 I - I I 1 I

Altitude (km)

i f—————————t——s——————t——
o 5 10 15 20 25 30

Heating rate (K day™)

Figure 2. Referenced FLBLM (solid line) and approximate FKDM (dotted line) heating rates in the
14,280—50,000 cm ™' region. Absorption by ozone, oxygen, and water vapor is considered in the MLS
atmosphere at SZA = 30° and surface albedo = 0.2. Molecular scattering is neglected.
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Figure 3. H,O representative cross sections in the most absorbing channel of the 4400—-8200 cm™

1

region obtained for tropical (solid line) and subarctic winter (dotted line) atmospheres at SZA = 30° and

SZA = 75°, respectively.

at 15,927 cm_l, Herzberg continuum from 36,000 cm_l)
and relatively weak absorption by water vapor (the last
line is at 22,656 cm ') were taken into account in
FKDM. The Herzberg continuum was taken into account
in the 33,000-50,000 cm~! band in the same way that
the ozone absorption was (the optical thickness of oxygen
is about 2). For the water vapor absorption we also used
a constant value of 2 x 1072° cm?/molecule as the
representative cross section in the 14,280-31,000 cm™'
band (the optical thickness of water vapor here is less
than ~0.003). It is important to note that Chou and
Suarez [2002] also used constant representative cross
section for H,O in VIS.

[12] This 3-band parameterization is notably accurate. For
example in clear-sky conditions it fits the heating rates
related to the ozone absorption with accuracy better than
~0.2 K d7' or ~1% whereas other parameterizations
usually have accuracy about 1 K d~' [e.g., Chou and Lee,
1996]. Figure 2 illustrates the typical FLBLM and FKDM
heating rates in the 14,280—50,000 cm ™! region. Here
absorption by ozone, oxygen and water vapor is considered
in the MLS atmosphere at SZA = 30° and albedo = 0.2
(molecular scattering is omitted).

[13] In the 1000—14,280 cm ' IR spectral region a
method described in part 1 has been applied to create k-
distribution channels in each band. Subsequently, the above-
discussed technique has been used to get representative
cross sections. It was found that if channel absorption is
strong or moderately strong, the representative cross sec-
tions are not much dependent on atmospheric conditions
(pressure and temperature). Figure 3 illustrates this state-
ment. It shows the water vapor representative cross sections

in the most absorbing channel of the 4400—8200 cm '

region, which have been obtained for tropical (SZA = 30°)
and subarctic winter (SZA = 75°) atmospheres. As one can
see the differences between the curves, whose origin the
differences in pressure and temperature dependence in
the two atmospheres, are really small in comparison with
the changes due to W. So in FKDM we used K(W)
functions obtained for tropical atmosphere slightly corrected
by a scalar factor that depends on the surface temperature Tg
as ~(1/Ts)® (parameter G > 0). This allowed us to use only
3—4 channels in each band to take into account water vapor
absorption whereas in the work of Chou and Lee [1996] the
use of 7—10 channels was suggested.

[14] For channels with weak absorption, the usual pres-
sure-P- and temperature-T-dependent fit has been used [e.g.,
Chou and Suarez, 2002]:

K(P,T) =By * (1.0 — By * (300 — T)) = P®, (3)

where By, B, and B are parameters. In the H,O case the
self-broadened continuum also has been taken into account
as a gray absorber, using the analytical fit borrowed from
the CKD model:

K(P7 T)self: Cl * 3'2(3007T)/C7 (4)

where C; and C are the other parameters.

[15] All the fifteen FKDM channels are shown in Table 3,
where the first-named gas is the key species. In the
troposphere, as it well known, the water vapor absorption
dominates in the 1000—14,280 cm™' region. So there is
only one channel in FKDM where the key species is CO,,
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Table 3. Channel Allocation
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Channel Limits, cm ™' (um) Solar Flux, W m 2 Rayleigh Scattering Coefficient, km ' K atm™' Species in Channel
1 33,000—-50,000 (0.2—0.303) 17.01 63.59 03, 0,

2 31,000—-33,000 (0.303-0.323) 13.33 34.48 05

3 14,280—-31,000 (0.323-0.7) 607.95 6.406 03, H,0

4 8200-31,000 (0.323—-1.22) 9.45 0.5382 0,

5 8200-14,280 (1.22-0.7) 278.86 0.53820 H,0, O3, O,

6 8200—-14,280 (1.22—-0.7) 85.24 H,0, O5

7 8200-14,280 (1.22-0.7) 73.53 H,O

8 1000—-8200 (1.22—10.0) 14.16 0.0 CO,, H,0

9 4400-8200 (1.22-2.27) 123.60 0.0598 H,0, CO,

10 44008200 (1.22-2.27) 25.66 H,0, CO,

11 4400-8200 (1.22-2.27) 26.16 H,0, CO,

12 4400-8200 (1.22-2.27) 47.04 H,0, CO,

13 1000-4400 (2.27-10.0) 18.96 0.0 H,0, CO,

14 10004400 (2.27—-10.0) 13.16 H,0, CO,

15 1000—-4400 (2.27-10.0) 18.34 H,0, CO,
Total 15 1000-50,000 (0.2—10.0) 1372.18 H,0, O3, O,, CO,

despite the very strong 4.3 pm absorption band; this is
sufficient because of reduced solar radiation in this band.
However, in the stratosphere, CO, absorption becomes
more noticeable and this gas instead of water vapor should
be considered as the key species in some channels. It is the
main source of errors in FKDM stratospheric heating rates
(errors can reach 2—3% above 70 km). Of course, addition
of 1-2 channels in which CO, is the key species can easily
decrease these errors, but at the present time it does not
appear to be necessary. Chou and Suarez [2002] also used
one channel for CO,. A detailed FKDM description is
provided in Tables 1 and 2.

[16] Here FKDM consists of 15 channels instead of the
38 channels in the work of Chou and Suarez [2002], 228
channels in the work of Kafo et al. [1999], 20 channels

70

1000 - 50000 cm™ [0.2 - 10.0 um]

(CO, and O, the minor gases only) in the work of Cusack et
al. [1999], 18 channels (CO, is excluded) in the work of
Nakajima et al. [2000]. Thus our model has less channels
than other models and it has by ~2.5 times fewer channels
than the model by Chou and Suarez [2002] with a similar
treatment of gaseous absorption.

[17] Figure 4 shows heating rate errors defined as differ-
ences between FLBLM and FKDM calculations for stan-
dard atmospheres, such as tropical (TRP), midlatitude
summer (MLS), midlatitude winter (MLW), subarctic sum-
mer (SAS), subarctic winter (SAW) and “US-standard”
(USA), with SZA = 30° and surface albedo = 0.2. As can
be seen, the errors are ~0.1 K d~! below 30 km and ~0.5 K
d~" above 30 and below 70 km. In addition, Table 4 shows
FLBLM and FKDM fluxes for the same conditions. Thus

T | [ T

60 -

50

40 — ‘_._,. :

30

Altitude (km)

20

10 |-

e

e
ey
! e

I I 1 I

o

-04 -02

0.0 02 04 0.6 0.8 1.0

Errors in heating rates (K day")

Figure 4. Heating rate error profiles for standard tropical (solid line), midlatitude summer (long-dashed
line), midlatitude winter (dotted line), subarctic summer (dash-dotted line), subarctic winter (dashed—
double-dotted line) and the standard U.S. (short-dashed line) atmospheres (SZA = 30°, albedo = 0.2).
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Table 4. Downward Fluxes at the Surface F|, Upward Fluxes at the TOA F1 and Atmospheric Absorptions AA Calculated by FLBLM

and FKDM for the Standard Atmospheres®

SZA = 30° SZA = 75°

TRP MLS MLW SAS SAW USA TRP MLS MLW SAS SAW USA
F| (LBL) 946.6 963.3 1017.8 980.7 1044 998.3 252.8 257.8 2717.1 263.8 287.2 270.3
F| (KD) 946.2 962.5 1018.1 979.4 1045.2 998.2 250.5 255.9 275.6 262.2 285.7 269
F1 (LBL) 174.4 177.7 190.2 181.7 196.6 185.8 48.1 49.0 53.0 50.3 55.1 51.6
F1 (KD) 173.0 176.4 188.5 180.2 194.8 184.3 47.2 48.4 52.5 49.7 54.6 51.2
AA (LBL) 256.9 240.4 184.1 2223 156.7 204.1 104.9 100 80.6 93.9 70.3 87.3
AA (KD) 258.7 242.2 185.6 224.8 157.6 205.7 107.6 102.1 82.2 95.7 72.1 88.9

F|, F], and AA are given in W m 2. LBL, FLBLM; KD, FKDM. Surface albedo = 0.2. Molecular scattering is neglected.

downward flux errors are below 1%, upward flux errors are
below 2% (usually ~1.5 W m~?) and total atmospheric
absorption errors are below 3% (usually 1.5-3 W m ?) in
all these cases.

[18] To continue our validation, we have also used a case
of an observed tropical atmosphere (Amazon region, Sep-
tember 2002) and four cases of observed atmospheres from
the SPECTRE campaign. The temperature and humidity
profiles in these cases have been taken directly from balloon
born soundings. The profiles have rather complex structure
and vertical resolution of 10—100 m in contrast to smooth
standard profiles with vertical resolution of 1 km. It is
important for validation that these profiles differ both in the
water vapor column ranging from 0.55 to 3.57 cm and in
surface temperature varying from 272.8 K to 298.5 (see
details in part 1). Figure 5 shows FLBLM and FKDM
heating rates for the observed tropical atmospheric case with
albedo = 0.2 and SZA = 30°. The discrepancies are seen to
be below 0.2 K d~! even for these complex heating rates. In
this case FLBLM/FKDM downward fluxes at the surface,
upward fluxes at the TOA and total atmospheric absorption

4.0

are 965.0/963.4, 179.3/177.7 and 237.3/240.2 W/m?,
respectively. Very similar errors were obtained for the
SPECTRE profiles.

[19] We also performed a set of calculations with the
same atmospheric models adding molecular scattering. Both
FLBLM and FKDM treated scattering by means of the same
Monte-Carlo program. As expected, the molecular scatter-
ing slightly changed the FKDM accuracy despite it notice-
ably changed upward and downward fluxes and slightly
changed total atmospheric absorption and heating rates. For
example, in MLS atmosphere with SZA = 30° and albedo =
0.2 we obtained by FLBLM and FKDM, respectively, 921.8
and 919.5 W m™ ~ for the downward fluxes at the surface,
209.1 and 208.1 W m~? for the upward fluxes at the TOA
and 241.9 and 244.8 W m* for the atmospheric absorp-
tions. Thus differences between these and the correspondin%
calculations from Table 4 (second column) are ~40 W m™
in the downward fluxes at the surface, ~30 W m~2 in the
upward fluxes at the TOA and ~2 W m™? in the atmo-
spheric absorptions. Whereas errors in calculations with and
without scattering are as follows: 0.25% and 0.08% for the

35

30 |

25+

Altitude (km)

05

0.5 1.5

2.0 2.5 3.0 3.5

Heating rate (K day™)

Figure 5. FLBLM (solid line) and FKDM (dotted line) heating rates for the balloon-borne temperature

and humidity sounding in the tropical atmosphere.
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Table 5. FLBLM and FKDM Fluxes Absorbed Inside the Cloud®

1.8-2.0 km 12.8—13.0 km
FLBL FKDM-1 FKDM-2 FLBL FKDM-1 FKDM-2
FFWm? 803 96.3 89.2 129.0 142.6 140.6
Error, % — 20 11 — 11 9

Fluxes are given in W m 2. [ICRCCM cases 49 and 47 are used (LWP =
200 g/mz, optical thickness T 55 ~ 9.7, MLS atmosphere, surface albedo =
0.2, and SZA = 30°).

downward flux, 0.5% and 0.7% for the upward flux and
1.2% and 0.8% for the atmospheric absorption. Changes in
the heating rate errors were found negligible (less than
~0.01 K d™h.

3. Particulate Absorption and Scattering

[20] All k-distribution codes use effective single-scatter-
ing properties of clouds and aerosols, which are the same
for all the channels of the given band. The fastest of these
codes [e.g., Cusack et al., 1999; Briegleb, 1992] used in
climate models included only three IR bands (0.69—1.19),
(1.19-2.38) and (2.38—10.0) pm, as suggested by Slingo
[1989]. Here we follow parameterization suggested by
Chou and Suarez [2002] where similar set of bands is used.
Unfortunately the absorption coefficient o, and, conse-
quently, the single-scattering co-albedo of cloudy media,
1 — w, strongly depend on wave number and vary by
several orders of magnitude within these bands. Averaging
is therefore necessary and there are several approaches to
derive this averaging. In the most recent codes [e.g., Fu,
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1996; Chou and Suarez, 2002] a mix of linear and loga-
rithmic averaging depending on the strength of band
absorption is used. However, it should be stressed [Chou
and Suarez, 2002, p. 14] “that no optimal method has been
found for deriving w over a broad band” and so a problem
of this deriving will be considered in our paper.

[21] To illustrate this problem, we performed some nu-
merical experiments using so-called “CL” cloud suggested
by the Intercomparison of Radiation Codes in Climate
Models (ICRCCM) working group [Fouquart et al.,
1991]. This cloud (LWP = 200 g/m?, optical thickness
Toss ~ 9.7 at the wavelength X\ = 0.55 um) was inserted
in the midlatitude summer atmosphere (surface albedo =
0.2) between 1.8—2.0 km (the ICRCCM case 49) and 12.8—
13.0 km (the ICRCCM case 47). Table 5 presents the
FLBLM and FKDM fluxes (W m ?) absorbed inside the
cloud (difference between the net fluxes at the cloud
boundaries) calculated at SZA = 30°. The column FKDM-
1 denotes calculations where linear averaging has been used
for the absorption coefficient. The cloud absorption is
essentially overestimated in both cases by 20% and 11%
for low and high clouds, respectively. The relative error is
therefore strongly dependent on cloud height.

[22] Fu [1996] demonstrated similar results for the cirrus
clouds using Slingo’s 24 bands. He also showed that the
usage of an empirical mixing of linear and logarithmic
averaging can decrease discrepancies by ~1.5-2 fold.
However, in this and other works, the reason of these
discrepancies has not been explained. However, our tech-
nique provides an easy explanation. Figure 6a shows wave

W avelength (pm)

1.82
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1.54 1.43 1.33 1.25

1.0 l . T )

[V

Normalized Absorption
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Figure 6. Wave number dependence of (a) cloud absorption coefficient multiplied by solar spectrum
and (b) wave number channel distribution in the 4400—8200 cm ™' spectral band.
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number dependence of the cloud absorption coefficient
(multiplied by solar spectrum) calculated using values of
complex refractive index from Hale and Querry [1973].
Figure 6b shows the wave number channel distribution in
the 4400—8200 cm ' spectral band. Here wave number grid
(X-axis) has been obtained by FLBLM with the spectral
resolution of 1/256 cm™'. Y-coordinate means the channel
number (see part 1 for details). The channel’s numbers (1, 2,
3 and 4 in our example) are arranged in ascending order of
absorption and the weakest absorption of the water vapor is
in the first channel, stronger absorption is in the second, etc.
Thus the water vapor absorption is the strongest at the wave
number points whose Y-coordinate equals 4. As can be
seen, these points are concentrated in that spectral region
where the cloud absorption (Figure 6a) has maximum. On
the other hand the points with the weakest water vapor
absorption (Y-coordinate equals 1) are concentrated where
the cloud absorption has minimum. Thus both plots show a
clear correlation between absorption by cloud drops and
channel number, which is caused by the well-known corre-
lation between absorptions in liquid and gaseous water. A
small shift between peaks on Figures 6a and 6b is related
to the low spectral resolutions in Hale and Querry’s table
and, consequently, in calculated absorption coefficients as
confirmed by using more recent data on the complex
refractive index [Kou et al., 1993]. A similar effect exists
in the ice clouds also due to the similar correlation
between ice and water vapor absorptions (behavior of
refractive indices of water and ice are quite similar; Kou
et al. [1993]). Consequently, the water vapor above the
cloud absorbs solar radiation just in the spectral regions
where the cloud absorption is strong. In other words,
strong water vapor absorption masks strong cloud absorp-
tion. So the effective absorption, which should be obtained
using the solar spectrum at the cloud, is less than the above
average absorption obtained using the extraterrestrial solar
spectrum. Obviously, this effect depends on the water vapor
amount above the cloud. It explains why in our numerical
experiment the relative errors for low cloud (strong water
vapor absorption above the cloud) is essentially greater than
the errors for high cloud (weak absorption). It is also clear
that a mix of linear and logarithmic averaging or other
similar procedure can improve accuracy only under certain
atmospheric conditions (e.g., for low clouds in humid
atmosphere) but it can cause significant errors in other
conditions (for high clouds or clouds in dry atmosphere in
our example). The worst of it is that these errors are hardly
evaluated, because they depend on varying atmospheric
conditions.

[23] Our technique allows the possibility of taking into
account the above correlation between absorptions in liquid
and gaseous water using average single-scattering properties
obtained for each channel separately. To obtain these
properties for the given channel, it is necessary to use only
the corresponding wave number points (see Figure 6b) in the
averaging procedure (e.g., for the fourth channels, only the
X-points where the Y-coordinate equals 4 should be used).
In the case considered, we obtained the mean channel
absorption coefficients o, = 0.288, 0.343, 0.380 and
0.435 km™! for the first, second, third and fourth channels,
respectively, whereas the mean band absorption coefficient
o4 =0.356 km™'. Thus in our example the cloud absorption
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in channels changes up to ~1.5 fold and is rather different
from the band mean value. It is easy to understand that these
different coefficients define rather different exponential
decays of solar radiation in each channel within cloud
media and none unit effective absorption coefficient, obtain-
ing by some averaging procedure, can describe fluxes and
heating rates in detail.

[24] These channel absorption coefficients and the
corresponding coefficients obtained in other bands have
been used in our calculations, which is denoted by
FKDM-2 in Table 5. As it can be seen taken into account
individual absorption coefficients in each channel halves the
maximal error so that in both calculations errors now are
practically independent on atmospheric conditions and
approximately equal to 10%. We have also investigated
how usage of mean phase function in each channel
improves accuracy but the results showed that it is not very
essential (on ~1% in fluxes absorbed by cloud). Moreover,
it was found that usage of single cloud absorption coeffi-
cient distorts the simulated heating rates inside the cloud,
but this question is beyond the scope of this work. So, in our
opinion, the classical k-distribution technique is not effec-
tive and needs to be replaced by another one, where each
channel should be considered separately and not combined
in bands. However, it should be stressed that in contrast to
the usual spectral band division (for instance, Slingo [1989])
we suggest use of our technique applied to the whole
shortwave region, or to wide spectral bands defined by
surface reflectance properties.

[25] We performed also some calculations using the
same approximate cloud optical properties in FLBLM
and FKDM in order to investigate errors outside cloud
related to approximate treatment of the gas absorption in
FKDM. It was found that these errors are similar to the
errors investigated in section 2, which have already been
discussed.

4. Summary

[26] A new k-distribution technique for fast shortwave
radiation codes has been presented, and an assessment of its
accuracy and speed has shown it to be a more efficient
technique. In k-distribution terms, characterized by strong
absorption, representative absorption cross section is treated
as a function of absorber amount along the direct solar
radiation path, thus allowing improved fitting of solar fluxes
and heating rates in upper troposphere and stratosphere.
Moreover, the method allows deriving effective single-
scattering properties of clouds separately in each term. It
provides more accurate treatment of cloud optical properties
by taking into account correlation between water vapor and
liquid water or ice absorption. It has been shown that
neglect the above correlation in radiation model can distort
simulated fluxes and heating rates.

[27] FKDM, which has been developed by means of this
technique, has less k-distribution terms than other published
models and so offers the best compromise between speed of
execution and accuracy in treatment of gaseous absorption
in radiation blocks of Global Circulation Models (GCM). In
this version of FKDM we used spectral bands division same
that used in the widely distributed radiation block by Chou
and Suarez [2002]. It allows its numerous users to calculate
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~2.5 times faster after replacement Chou and Suarez’s
parameterization by FKDM.

[28] Thus FKDM can be useful right now in increasing of
calculation speed. Moreover, it allows to increase an accu-
racy of calculations in the stratosphere by does not increase
the accuracy in the cloudy atmosphere, where we found the
principal defect in the existed parameterizations. It is
anticipated that future developments in treatment of cloud
optical properties separately for each k-term will improve
results. This work needs additional efforts, especially in the
creating of a set of optical models of clouds and aerosols
with high spectral resolution. So it is planned for the next
version of FKDM.
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